Virpi Stenman¹, Markus Holopainen¹ and Annika Kangas²

Upper stem diameter and volume prediction strategies in the National Forest Inventory of Finland


Highlights
• National Forest Inventory specific methods were applied with a number of measurement instruments, including a laser-based dendrometer, to collect tree stem diameter measurements.
• Bland-Altman plots and measurement error variances were used to determine measurement precision and accuracy.
• The laser-based dendrometer did not perform better than the other instruments in the study.

Abstract
In forest inventories, field data are needed for the prediction of tree volumes. However, gathering field data requires resources, such as labour, equipment, and data management operations. This means that time and budget, as well as quality, must be carefully considered when National Forest Inventory (NFI) field measurement activities are planned. Therefore, the development of cost efficient, simple, safe and reliable measurement methods and tools are of great interest. To date, upper stem diameter (d6), which provides a more reliable estimation of tree stem volume, has typically been measured with a parabolic calliper. In this study, the performance of the Criterion laser-based dendrometer was examined for d6 measurements. A total of 326 sample trees were measured multiple times with three different measurement instruments. These instruments were used to measure diameter at breast height (dbh) as well as d6 measurements. Bland-Altman plots and measurement error variances were used to determine measurement instrument reliability.

For all trees, the standard deviation for the laser based dendrometer was 18.73 mm at dbh and 15.36 mm for the d6 measurements. When the performance of Criterion was analysed with reference to the mean value of repeated measurements, the standard deviation in the dbh measurements was 12.21 mm, and 8.88 mm in the d6 measurements.
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1 Introduction

The purpose of national level forest data is to provide comprehensive and reliable information of forest resources (Tomppo et al. 2011). This information can be used for an estimation of the status and change in forests, and as an input data in future scenarios. Several international entities, such as European environmental information systems use forest resource information as inputs in their decision-making processes and this information also provides data for several global reporting requirements (Chirici et al. 2011). Therefore, there is an increasing need for more accurate and reliable information of forest resources at all scales from local to global (Haakana et al. 2008).

In Finland, the first national forest inventory (NFI) was carried out in the early 1920s, and since then, inventory updates have been repeated in 5 to 10-year cycles so that the collected data forms a 100-year time series (Haapanen 2014). Data for the most recently published forest resource information in Finland was gathered in the 12th NFI (2015–2018), so the current (and ongoing) inventory rotation is the 13th NFI.

As forest resource information is used in decision-making activities, the inventory methods should be reliable and efficient (Tomppo et al. 2014). Common challenges regarding inventory related field measurements have been to achieve a high degree of accuracy, unbiasedness, and cost-efficiency. For practical reasons, it is not possible to measure every tree in the forest or all the required variables in large area inventories, such as NFI. This means that sampling methods need to be applied and field measurements must be efficient so that the number of the most expensive measurements, such as tree height and upper stem diameter \(d_6\) are optimised. Therefore, in the Finnish NFI, these characteristics are measured only for a subset of sample trees (Tomppo et al. 2014).

Volume estimates of the growing stock and increments are based on detailed measurements of the sample trees, the use of existing allometric volume models and the generalisation of the sample tree measurements to tallied trees. Based on field measurements, estimates of the volume of the growing stock, for instance, can then be made for the entire country (Metsäntutkimuslaitos 2015). However, NFI methods are under continuous development, and changes are implemented, for instance, due to new demands or due to technological developments.

During earlier NFI rotations and for instance in the 11th NFI, \(d_6\) was included in the field measurements and was measured for standing sample trees and over bark at a height of 6 meters above ground level. This measurement was taken in 1-cm increment classes for trees > 8.1 meters in height, using a parabolic calliper attached to a 5-meter aluminium rod.

The upper diameter measurements have been used in the NFI, as volume estimates are more accurate when \(d_6\) is also used as an explanatory variable in addition to diameter at breast height \(dbh\) and height \(h\) (Laasasenaho 1982). However, as the trunk shape of a tree changes in response to forest management practices and environmental conditions (Kangas et al. 2020), volume estimates that are obtained by only using diameter \(d\) and height \(h\) tend to be biased (Korhonen 1992). Therefore, stem volume models need to be calibrated, and the measurement of \(d_6\) is of critical importance in that process. In addition, field data that includes \(d_6\) measurements, for instance, has considerable potential to improve the results of the automatised terrestrial laser scanner (TLS) analysis for the prediction of tree stem volumes (Pitkänen et al. 2021).

The measurement of \(d_6\) is time consuming, expensive and is prone to measurement errors (Korhonen 1992). Tree characteristics, such as the shape of the stem, the density of branches and tree species influence the accuracy of the \(d_6\) measurement (Metsäntutkimuslaitos 2009). Errors in \(d_6\) measurements can be identified as recording errors or as instrument placement errors. The former can be caused by poor visibility, and incorrect reading or recording of the measurement, while the latter can be caused by incorrect measurement height or incorrect angle of the measur-
ing instrument. Additional issues are related to the impracticality of carrying the calliper and the 5-meter rod, as the number and size of measurement instruments has an impact on the efficiency of field work.

The objective of this study was to compare several instruments for the field measurement of $dbh$ and $d6$. Bland-Altman plots and measurement error variances were applied to determine measurement-related uncertainties. To assess its potential in NFI field measurements, the accuracy and precision of the laser-based dendrometer, Criterion, were examined regarding $d6$ measurements. This study is based on a Master thesis (Stenman 2019).

## 2 Materials

### 2.1 Study area

Field data for this study were gathered during summer 2016 in the Lapinjärvi research forest located in southern Finland (60°42’N, 26°06’E), which is within the southern boreal forest zone. The research forest includes a wide variety of management regimes and many forest types within a small area. Tree measurements were carried out in 18 sample plots by the crew of two persons (Fig. 1).

![Study area of Lapinjärvi research forest](image)
2.2 Tree measurements

Tree measurements followed the guidance outlined in the 12th NFI, and all field data was stored on a field computer. A total of 326 sample trees were measured in the field. Upper stem diameter was measured at a height of 6 meters perpendicular to the radius to of the plot centre. Traditionally, \(d_6\) measurements have been taken with a parabolic calliper but a dendrometer device, such as Criterion RD 1000 (Laser Technology 2006) has also been used. In this study, \(d_6\) was repeatedly measured in 250 sample trees with the Criterion laser dendrometer by both observers. Additionally, the same trees were measured with a parabolic calliper either by observer 1 or 2 (Table 1).

The Criterion instrument was also used for \(dbh\) measurements, which was measured twice for the same 250 sample trees. In addition, \(dbh\) measurements for the same sample trees were taken with a Sonar calliper instrument. However, observer information was not recorded for the Sonar calliper \(dbh\) measurements. Therefore, the specific Sonar calliper observer is either 1 or 2 in Table 1. The need for Sonar calliper \(dbh\) measurements in this study was based solely on the use of \(dbh\) measurement errors as a reference point for the measurement errors associated with the \(d_6\) measurements.

In the precision and variance analyses of the two measurement instruments, the Criterion measurements were compared with the Sonar calliper-specific \(dbh\) and the calliper-specific \(d_6\) measurements. A steel calliper was not used in this study, and the measurement accuracy data from earlier research conducted by Hyppönen et al. (1978) were used to describe the accuracy of the Sonar calliper measurement. Note: The operating principle for a steel calliper and the Sonar calliper is the same.

The field data contained a few outliers where the difference between the evaluated and referenced observations was >10 cm. These outliers were removed from the data. For instance, three observations identified as outliers in the \(dbh\) standard error analysis were removed due to incorrect marking or reading of the measurement. All observations with >10 cm difference between the observation and the reference data were removed from the variance analysis. These types of measurement errors were typically caused by incorrect reading or input during data gathering.

Measurements of deciduous trees were managed as one group, which consisted of silver (Betula pubescens Roth) and downy (Betula pendula Ehrh.) birches, aspen (Populus tremula L.) and grey alder (Alnus incana (L.) Moench). Scots pine (Pinus sylvestris L.) and Norway spruce (Picea abies (L.) H. Karst.) were in their own groups (Table 1).

The field data was recorded in a Psion Workabout Pro -field computer and transferred to an excel file in comma-separated values (CSV) data format. This data format enabled the further data analysis operations in RStudio (RStudio Team 2020).

**Table 1.** Quantity of measured sample trees by measurement instrument, measured variable, observer, and tree species. Measured variables are diameter at breast height (\(dbh\)) and upper stem diameter (\(d_6\)).

<table>
<thead>
<tr>
<th>Instrument Variable</th>
<th>Sonar (dbh)</th>
<th>Criterion (dbh)</th>
<th>Criterion (d_6)</th>
<th>Calliper (d_6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observer 1 or 2</td>
<td>12</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Scots pine</td>
<td>142</td>
<td>112</td>
<td>108</td>
<td>107</td>
</tr>
<tr>
<td>Norway spruce</td>
<td>64</td>
<td>130</td>
<td>130</td>
<td>101</td>
</tr>
<tr>
<td>Birch</td>
<td>64</td>
<td>35</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>Aspen</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Grey alder</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Sample trees total</td>
<td>326</td>
<td>306</td>
<td>250</td>
<td>140</td>
</tr>
</tbody>
</table>
2.3 Measurement instruments

The Sonar calliper is a measurement and data collection instrument manufactured by Masser Oy. It is an electronic calliper that utilises Bluetooth technology to connect the calliper to the data collection device, such as a field computer. In this study, the Sonar calliper was used for $dbh$ measurements, and was also used to measure the distance between the sample tree and the sample plot centre point. The distance was measured as the horizontal distance at $dbh$.

The parabolic calliper with a 5-meter aluminium rod is a measurement instrument that can be used to measure stem diameter at positions on the stem that cannot otherwise be reached from the ground. In this study, the parabolic calliper was used to measure $d6$ of standing sample trees. The measurement was taken over bark at a height of 6 meters, and at 1-cm increment classes for trees > 8.1 meters in height. Prior to taking a measurement, the aluminium rod was placed along the tree stem by matching the $dbh$ indicator on the rod with the $dbh$ measurement marking on the tree stem. The $dbh$ indicator on the rod was placed 30 cm from the bottom of the rod so that the height of the $dbh$ measurement and the remaining rod length summed up to 6 meters from ground level for the correct height of the $d6$ measurement. The calliper measurement was read from the right side of the tree stem based on the calliper scale and diameter class. As the calliper scale was between 2–38 cm, trees greater than the scale were not used in the statistical analysis.

The Criterion instrument can be used as a basal area factor scope (i.e., relascope) or as a dendrometer. As a relascope, Criterion visually estimates whether trees are within a given plot as related to the specified basal area factor. In this study Criterion was used as a dendrometer. The Criterion RD 1000 device utilises laser technology, where a laser beam is used to measure the distance to the object. The in-scope light emitting diode (LED) generates a measurement bar that represents the subtended horizontal angle. This angular measurement and the horizontal distance to the target tree are used when the diameter of the tree stem is calculated (Laser Technology, 2006).

As a dendrometer, Criterion can be used to measure the diameter of the tree stem (between 5–254 cm) at any height. However, the distance between the observer and the object is required as an input value before $dbh$ or $d6$ measurements are taken. The distance in this context denotes horizontal distance, i.e., the level distance between the dendrometer eyepiece and the point of the measured object on the surface of the tree (Laser Technology 2006). Distance to tree was measured with a Vertex ultrasound transponder on the tree stem at the $dbh$ level. The transponder was also utilised for tree height measurements and was calibrated before any measurement operations were performed in the sample plot. Target visibility was further improved by an attachable magnifier. In addition, a monopod was attached to Criterion to decrease instrument wobble and to stabilise the measurement operation.

For $dbh$ and $d6$ measurements, Criterion offered two alternative measurement bars (Fig. 2). During the initial instrument testing, it was noted that the Gap Bar scale was more suitable for diameter observations and was therefore applied in this study.
3 Methods

When precision or accuracy of a new measurement method is analysed in forest sciences, the field measurements utilised as reference data are usually assumed to be the absolute truth. If reference data related errors are ignored, the assessment of the measurement errors involved with the new method are overestimated. For instance, in tree-level comparisons, field measurements always contain some measurement errors. Therefore, the applied statistical analysis methods in this study were heavily influenced by the available reference data for the variable observations.

Traditional linear regression is a good analysis method when reference variables are identifiable and error free. In the linear regression method, the relationship between the explanatory and dependent variables cannot be switched as it will have an impact on the outcome. This means that when there are errors in both the $X$ and $Y$ variables, differences between the model and data are only minimised in one direction at a time (Ji and Gallo 2006). Therefore, the ordinary least squares (OLS) method typically does not work well in this type of equipment accuracy analysis. If OLS were applied, the measurement errors would result in biased coefficients for the OLS regression lines (c.f. Altman and Bland 1983). As an alternative, geometric mean functional relationship regression can be utilised (Angleton and Bonham 1995). However, neither method was applied in this study as the range of measurement errors was very small in comparison to the observed range of diameters, thereby resulting in regression lines that were very close to the 1:1 line.

3.1 Bland-Altman plots

In this study, the differences between the measurement instruments were analysed using Bland-Altman plots (Altman and Bland 1983). The Bland-Altman difference plot can be used to compare two measurements of the same variable that both contain some errors. In the Bland-Altman plot, the mean measurement value is placed on the $x$-axis and the difference between the measurements is placed on the $y$-axis. It is expected that the values cluster around the mean of the differences line, which also describes the bias. If this line is $>0$, the values for the measurement method selected as the control method tend to be greater than the values for the other method selected for evaluation. The conclusion is opposite if the line is $<0$.

The Bland-Altman plot offers $\pm 2$ standard deviation of the difference’s lines and the trend of the differences line. If the values are normally distributed and placed within 2 standard deviations of the mean and between-lines, they will provide the 95% limit of the confidence interval. This is also known as the limits of agreement between two measurement methods (Altman and Bland...
1983). The trendline describes the difference in variances between the two measurement methods. A steeper trendline refers to a larger difference between variances. The trendline coefficient is zero if the error variances are equal, positive if the evaluated variance is smaller than the control variance, and negative in the opposite situation (c.f. Bland and Altman 1995).

### 3.2 Measurement error variance analysis

Measurement instrument precision and accuracy were further analysed with the measurement error variance analysis methods used earlier by Päivinen et al. (1992).

In this study, measurements were made by two observers. Some of the measured variables were measured several times, i.e., as repeated measurements. The measurement error variance for the measurement equipment under investigation was produced by first computing the empirical variance of the differences for comparable pairs of measurement equipment and by then subtracting the variance of the measurement errors for the referenced device. To determine the accuracy of the measurement instrument, paired datasets for 

\[ \text{dbh} \] and \[ d_6 \] were compared. Diameter at breast height was measured with both Sonar and Criterion instruments and \[ d_6 \] was measured with the parabolic Calliper and Criterion. The individual observations produced by two types of measurement instrument were compared. The accuracy of the Criterion \[ \text{dbh} \] and \[ d_6 \] measurements were calculated in relation to the reference measurements provided by the specific measurement instrument.

To determine the difference between the different measurement methods, the error variances were further examined. The upper bound standard deviation (\( S_{upper} \)) was calculated from the variance of differences between the Criterion and Calliper measurements. As the measurement error variance is always \( > 0 \), the upper bound line for the variance is the sum of two measurement error variances. Therefore, the variance of differences provides the upper limit of measurement error variances for both compared instruments. The same approach was applied to compare the \[ \text{dbh} \] measurement methods. For \( d_6 \) measurement methods, Eq. 1 was applied as follows:

\[
S_{upper} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (y_{\text{method},i} - y_{\text{ref},i})^2}
\]  

(1)

where:

- \( y_{\text{method},i} \) = observed measurement,
- \( y_{\text{ref},i} \) = the reference value,
- \( n \) = number of observed measurements.

However, the Sonar and Calliper measurements were not error free, and so standard deviations for the referenced methods were adopted from earlier studies for Calliper (Päivinen et al. 1992) and for a steel calliper (Hyppönen et al. 1978). In both earlier studies, the reference data for \( d_6 \) was repeatedly measured and was checked by felling the measured trees. The utilisation of standard deviation values associated with measurement errors from earlier studies made it possible to estimate the standard deviations associated with measurement error in this study for Criterion \( d_6 \), as well as for \( \text{dbh} \) measurements, by subtracting the reference methods variance \( S_{ref}^2 \) from the Criterion maximum variance (\( S_{upper}^2 \)). Eq. 2 was applied to estimate the standard deviation values for both \( d_6 \) and \( \text{dbh} \). This was possible as it was assumed that the measurement methods were independent from each other.

\[
S_{\text{method}} = \sqrt{(S_{upper}^2 - S_{ref}^2)}
\]  

(2)
The mean measurement value was calculated for those measurement methods where the same variable was measured twice by different observers. The mean measurement value was assumed to represent the best estimate of the true measurement value and for each measurement method, the difference between the observer measurement and the mean repeated measurement value was calculated for $d_6$ measurements, as described by Hyppönen et al. (1978).

$$S_{\text{method}} = \frac{1}{2n-1} \sum_{i=1}^{n} \sum_{k=1}^{2} \left( y_{\text{method,}ik} - \bar{y}_{\text{method},i} \right)^2$$

(3)

where:

- $y_{\text{method,}ik}$ = mean of the repeated measurements,
- $y_{\text{method},i}$ = observed measurement,
- $n$ = number of observed measurements,
- $k$ = number of the reference values.

Bias was calculated between the Criterion measurements and the mean $dbh$ measurement value as follows:

$$BIAS = \frac{1}{n} \sum_{i=1}^{n} \left( y_{\text{method},i} - y_{\text{ref},i} \right)$$

(4)

where:

- $n$ = number of observed measurements,
- $y_{\text{method},i}$ = observed measurement,
- $y_{\text{ref},i}$ = the reference value.

4 Results

4.1 Bland Altman plots

The location of the bias line (mean difference) was smallest for Scots Pine $dbh$ measurements and greatest for birch and other species $dbh$ measurements (Fig. 3).

In all cases, the mean difference line was greater than the zero line, which indicates that the Criterion instrument underestimated both $dbh$ and $d_6$ observations when compared with the Sonar or Calliper observations (Fig. 3, Fig. 4). The trendline describes the relationship of the variances between the different measurement methods (Bland and Altman 1995) and indicated negligible differences in variances between the measurement methods, except for $dbh$ for Norway spruce and $d_6$ for birch (Fig. 4).
Fig. 3. Bland-Altman plots for diameter at breast height (dbh) to visualise the standard deviation of the differences. Differences between measurement instruments are compared to the mean value of all measurements and are visualised for the different tree species.
4.2 Measurement instrument precision

Our results indicated that the best performance of Criterion was achieved in $d6$ measurements for Scots Pine, where the upper bound standard deviation was 1.14 cm (Table 2). However, when Criterion standard deviations were compared to the reference standard deviation value of Calliper, the performance in all variables, as well as for all tree species, was worse than achieved in earlier research (Päivinen et al. 1992). The standard deviation for Criterion in the $d6$ measurements for all species was 1.54 cm, while the Calliper standard deviation for $d6$ measurements (based on earlier studies) for all species was 0.7 cm (Päivinen et al. 1992).

Furthermore, measurement standard deviations were compared using the mean measurement value as the reference value (Table 3). This was calculated as the mean value reported by the observers for the same variable. In this comparison, Criterion results were like previous results (Table 2): Standard deviations were smaller for the $d6$ measurements than for the $dbh$ measurements.
In this study, Criterion systematically underestimated dbh measurements. The greatest bias (–6.20 mm) was recorded in the dbh measurements for the birch group. For d6 observations, the bias for all species was surprisingly low (–2.44 mm) when individual measurements were compared to the mean measurement value (Table 3).

Boxplot diagrams were produced to analyse the differences between observer-specific measurements and datasets. Based on the boxplot diagrams, the data distribution provided indications of symmetry, and no notable differences within or between observer measurements were evident (Fig. 5, Fig. 6).
Fig. 5. Boxplots visualizing the data distribution of diameter at breast height (dbh) measurements and for different tree species. O1 = Observer 1 and O2 = Observer 2.
5 Discussion

Sample plot measurements play a significant role and are key elements in the Finnish NFI. However, the measurement of forest parameters and sample tree variables is time consuming, and so more efficient measurement methods need to be studied. Moreover, the most efficient measurement methods must also exhibit accuracy and reliability.

This study reviewed and tested several methods to measure $d_6$, and statistically analysed the results. The use of Calliper and a 5-meter rod was considered complicated and an unreliable method, and so $d_6$ measurements were removed from NFI sample plot field data a few years ago. Moreover, the Calliper and 5-meter rod are a challenge to manually transport, assemble, and disassemble in the field.

Replacing the $d_6$ measurements with model predictions may cause more errors in the volume estimation (Maltamo and Laukkanen 2001). In particular, the prediction errors associated with $h$ and $d_6$ in large area forest inventories, such as NFI, can have a larger effect on volume prediction than the measurement errors (Kangas 1996). In the 2-parameter and 3-parameter models described

![Boxplots visualising the data distribution for the upper stem diameter ($d_6$) measurements and for different species. O1 = Observer 1 and O2 = Observer 2.](image)
by Laasasenaho (1982), the standard error associated with volume was reduced from 7.10, 7.47 and 8.23 to 3.5, 3.38 and 4.96 for pine, spruce, and birch, respectively, when $d_6$ was utilised as an input parameter in the model (Laasasenaho 1982). Under this assumption, the $d_6$ measurements are considered error free.

Furthermore, it has been observed that when field data is utilised as the reference data for TLS, the accuracy of the point cloud data-based volume estimates is improved (Pitkänen et al. 2021). However, it should also be noted that the measurement errors caused by $dbh$, $d_6$ or $h$ measurements are likely to increase the sample tree volume estimate standard errors by a few percentage points (Päivinen et al. 1992). Due to accuracy and precision requirements, as well as ease of measurement, a more compact and safer instrument, such as Criterion, the laser-based dendrometer, is required for $d_6$ measurements.

The data for this study was gathered based on a slightly amended approach to the 12th NFI fieldwork instructions. The main change was to extend the sample plot radius from 9 meters to a maximum of 20 meters, which also multiplied the amount of the tally trees, as well as sample tree measurements. Furthermore, the $dbh$ and $d_6$ measurements were duplicated by two observers.

The selection of suitable methods of statistical analysis was a challenge due to the reference data itself. In some cases, the reference values are assumed to be the true values, even if measurement errors are present, which indicates that the errors are simply not acknowledged (c.f. Altman and Bland 1983). The reference data problem has been traditionally solved by either ignoring the problem or by utilising the data from felled trees, which influences the amount of field data to be collected. The data analysis methods used in this study could be considered applicable for a case where errors are acknowledged as present in the reference values.

More accurate and reliable estimations regarding the performance of Criterion could have been obtained in cases where it was possible to measure the reference data without errors. However, the applied methods in our statistical analysis did take into consideration that the reference data was not error free either, and therefore the results obtained in this study provide a clear idea of Criterion performance in $dbh$ and $d_6$ measurements, especially when the same results were achieved with different statistical analysis methods and data combinations.

Our analysis indicated that both $dbh$ measurements with Sonar and measurements with Criterion were subject to similar systematic differences. In the Bland-Altman plots, the difference between the measurement methods was defined as a function of their mean. In cases where the differences between the two measurement methods are normally distributed, 95% of the observations should be found between the $\pm 2$ Standard Deviation (SD) lines. This was noted in all Bland-Altman plots in our study. The mean difference value was visible in all plots and was above the zero line, which indicates some systematic bias in the Criterion measurements. Differences in variances were small, apart from $d_6$ measurements in birch and $dbh$ measurements in spruce. More precisely, this indicates that Criterion instrument underestimated measurements when compared to Calliper or Sonar. A similar trend was also observed when Criterion measurements were compared with the mean measurement value (Table 3).

Measurement instrument precision and accuracy were analysed by calculating the standard deviation of measurement errors, as well as the bias values. Firstly, measurement precision and accuracy were analysed based on the earlier research results obtained by Päivinen et al. (1992) and Hyppönen et al. (1978). In the second phase, measurement precision and accuracy were analysed with reference to the mean value of the repeated measurements.

Criterion performance regarding $dbh$ measurements was poor with reference to previous research results (c.f. Hyppönen et al. 1978; Päivinen et al. 1992). Only in the $d_6$ measurements for Scots Pine, Criterion performed similar to the reference instrument. The Criterion standard deviation was 9.68 mm, when the reference instrument standard error (based on earlier research)
was 6 mm (Table 2). However, the reference study was only carried out for Scots pine and the variances associated with birch and spruce are likely to be somewhat greater than those for pine. If this is true, this study may have underestimated the accuracy of Criterion for spruce and birch.

When the mean measurement value was utilised as a reference value, Criterion performed similar in all the measurements and the standard deviation values varied between 7.73 mm and 14.64 mm (Table 3). The greatest standard deviation value, in comparison to the mean measurement value, was recorded for dbh observations for birch and the other species group.

Our results can also be compared with the results reported by Pitkänen et al. (2018), where the same Lapinjärvi field data was utilised as reference data for the TLS measurements. In the latter, the dbh specific root mean square error (RMSE) value was between 7.34 mm and 9.76 mm (depending on the applied fitting method) and TLS-produced RMSE values in the d6 measurements were between 8.44 mm and 13.09 mm. These results are in line with our findings where Criterion measurements were compared with the mean measurement value (see Table 3).

As presented in the boxplot diagrams (Fig. 5, Fig. 6), the data was normally distributed and had similar variance for both observers. This confirms that both observers made similar observations for the same set of field data.

The Criterion instrument could have performed better with the d6 measurements, provided the distance to tree stem measurements were error free. If the distance, measured from the sample plot centre to the tree stem, was not completely error free, it could have impacted on the diameter measurements as well.

6 Conclusions

The purpose of this study was to determine whether a new d6 measurement instrument could improve the tree volume estimation accuracy in the NFI. Accuracy and precision of the dbh and d6 forest parameters were analysed from multiple approaches and with several statistical methods.

The most interesting finding in this study was that the Criterion instrument produced systematic underestimates and biased measurements in both the Bland-Altman plots and in the mean measurement value analysis. Therefore, based on the findings in this study, the Criterion instrument is not a suitable method for d6 measurements in the future.

Some potential improvements regarding this study were noted during the statistical analysis. For example, regarding the Criterion measurement accuracy and precision analysis, other elements also had an impact on the measurement results and caused some uncertainties. For instance, the Criterion measurement had to be taken from a certain distance to the tree stem. This distance was measured with a Vertex transponder, prior to taking the Criterion measurement. While the Vertex distance measuring method is deemed suitable for height measurements, it is possible that diameter measurements would require better accuracy for the distance to tree stem measurements. This suggests that the Criterion instrument could be further improved so that it automatically measures the distance to the tree stem and in this way could reduce the measurement uncertainties.

More research is needed to understand all the characteristics pertinent to d6 measurements and the uncertainties associated with different measurement instruments. A deeper analysis could be carried out, for instance, to identify the reason as to why Criterion performed better in the d6 measurements than in the dbh measurements. Currently, technological development is rapid and when modern technologies need to be tested and studied, reliable reference data is a crucial element in the process. In this study, the reliability of the Sonar device was not known, but this could be solved in future, for instance, by establishing a reference databank for researchers investigating associated topics or measurement devices.
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