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Highlights

- Using laser data as auxiliary information in the selection of field plot locations helps to decrease costs in forest inventories based on airborne laser scanning.
- Two independent, differently selected sets of field plots were used for model fitting, and third for validation.
- Using partial instead of ordinary least squares had no major influence on the results.
- Forty well placed plots produced fairly reliable volume estimates.

Abstract

Field measurements conducted on sample plots are a major cost component in airborne laser scanning (ALS) based forest inventories, as field data is needed to obtain reference variables for the statistical models. The ALS data also provides an excellent source of prior information that may be used in the design phase of the field survey to reduce the size of the field data set. In the current study, we acquired two independent modeling data sets: one with ALS-assisted and another with random plot selection. A third data set was used for validation. One canopy height and one canopy density variable were used as a basis for the ALS-assisted selection. Ordinary and partial least squares regressions for stem volume were fitted for four different strata using the two data sets separately. The results show that the ALS-assisted plot selection helped to decrease the root mean square error (RMSE) of the predicted volume. Although the differences in RMSE were relatively small, models based on random plot selection showed larger mean differences from the reference in the independent validation data. Furthermore, a sub-sampling experiment showed that 40 well placed plots should be enough for fairly reliable predictions.
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1 Introduction

Forest management planning requires reliable stand-level information of the forest resources. This information was traditionally obtained by field surveys, but nowadays remote sensing is commonly used instead, as aerial survey technology has developed rapidly while the costs of field work have increased. Although aerial photography has been used actively in management inventories in many countries since the 1960s, the remote sensing information has mainly been used in manual procedures involving stereo photogrammetry and photo interpretation. With the introduction of airborne laser scanning (ALS) technology it has become possible to utilize the remote sensing information in forest inventories in an automated way. The modern ALS sensors were initially developed for topographical mapping: they emit laser pulses usually at near-infrared wavelengths, and measure distances to terrain below with sub-meter precision based on the flight time of the pulse (Wehr and Lohr 1999). In a forested area, some of the laser pulses reflect from the tree crowns, enabling estimation of canopy height and density (Næsset et al. 2004).

The practical ALS-based inventories are usually conducted using the area-based method (e.g. Næsset 2002; Jensen et al. 2006). A sample of accurately positioned field plots is collected in the inventory area covered by the ALS data. The laser echo locations are intersected with the plot area, allowing the calculation of different metrics related to canopy height and density for each plot. Statistical models are used to relate e.g. field-estimated volume with the ALS metrics, and the models are then applied to obtain wall-to-wall predictions of volume for every forest stand in the whole area. As the method is based on the echo height distribution, the pulse density can be relatively low (< 1 pulse/m²) which decreases the costs. Aerial image variables can also be used as additional predictors in the models (Packalén and Maltamo 2007).

In a statistical sampling context, the area-based inventory method can be characterized as small area estimation using a synthetic estimator (Särndal et al. 1992). The term synthetic estimator indicates that a global model is used to provide local (stand-wise) estimates. Since the stand estimates are obtained as pure predictions provided by a model without any local (stand-wise) correction for bias, the method can also be classified as a pure model-based application. The design of the sample survey is one of the factors that have a major effect on the final outcome of the inventory. In model-based estimation the plot data should cover the entire range of variability (tree species, tree size, site fertility etc.) in the forests of the inventory area, and also the variability of the most important ALS variables, so that there is no need to extrapolate in the model application phase. Some types of forest are more common than the others, and with random sampling forest types will tend to be represented proportional to the area of the forest type in question. Stratified sampling may be a means to acquire a sample that covers the entire variability of the inventory area at a lower cost by allocating a similar number of samples into each stratum (forest type). Stratification of ALS-assisted forest management inventories is often based on existing inventory data or aerial images. In Norway, the forest area is first stratified based on e.g. the tree species, age class, and site index derived from existing maps and aerial images using stereo photogrammetry and manual interpretation. Individual plots or clusters of plots are distributed systematically over the area. Under systematic cluster sampling, each cluster can include plots from several strata and the plots within the respective strata in a cluster are selected for measurement until each stratum contains a predefined number of plots.

In a recent study, Hawbaker et al. (2009) presented an approach where the same ALS data that was used to fit the prediction models also was used as prior information when designing the sample survey. They set up a grid of possible sample plot locations, and calculated the mean and standard deviation of the ALS echo heights for each of the numerous candidate plots. Based on these two variables, the candidate plots were divided into 30 different groups in each forest type (deciduous
and conifer), and one or two plots were selected randomly for the measurement from each. The number of strata (60) was thus considerably larger than in the standard Norwegian approach. In a cross-comparison the models fitted under the stratified design had considerably smaller root mean square error than the alternative models based on simple random sampling.

Other studies have considered the efficiency of ALS-assisted field plot selection by selecting subsets from a single sample survey based on the ALS variables. Maltamo et al. (2011) confirmed that the use of ALS data as prior information provided better results than stratified random selection using conventional stratification criteria (e.g. species, age class) or selection based on geographical location. They used two ALS-variables, the 90th height percentile and the percentage of vegetation echoes for stratification and selected the plot subsets using a method similar to Hawbaker et al. (2009). Dalponte et al. (2011) successfully downsized the original data set using genetic algorithms so that the distribution of the ALS-based mean height was retained similar to the original data set, obtaining better results this way than by using the methods of Hawbaker et al. (2009) and Maltamo et al. (2011). Junttila et al. (2013) studied more theoretical alternatives for ALS-assisted sample plot selection in ALS-based biomass modeling. The considered techniques were feature space filling and minimizing the linear prediction error variance. The results showed that there were no major differences in predictive performance between these techniques, but the spatial autocorrelation between the plots needed to be accounted for in the plot selection. Also Grafström and Ringvall (2013) simulated several ALS-assisted plot selection techniques, and found that the tested methods provided considerable improvements over simple random sampling. The best result was obtained with the local cube method, which aims at producing a sample that is well spread geographically and balanced in terms of the auxiliary ALS variables.

As these results indicate, ALS-assisted plot selection should lead to considerable cost savings in operational inventories, if similarly performing models can be fitted using a smaller but equally adequate sample of field plots. However, most of the published research was done by sub-sampling larger data sets and refitting the models instead of obtaining two totally independent field data sets for comparison of alternative sampling strategies. The objective of the current study was to compare the ordinary systematic sampling with the ALS-assisted stratified sampling (similar to Hawbaker et al. 2009) in ALS-based stem volume estimation using two differently selected field samples. A third independent field data set was used for validation. This latter data set consisted of larger plots which served as surrogates for full forest stands in order to indicate what the final outcome of the different sampling strategies would be for stand-like estimates of volume. We also studied the effects of reducing the number of selected plots by simulation.

2 Materials and methods

2.1 Study area

The study area covers the municipalities of Sør-Odal and Kongsvinger in Eastern Norway (60°12’N, 12°09’E). The region belongs to the southern boreal forest zone (Esseen et al. 1997). The forests are dominated by Norway spruce (Picea abies L. Karst.), but also Scots pine (Pinus sylvestris L.) and different deciduous species are common. An ALS-assisted inventory of the private forests in the area was performed by two forest inventory companies. Before the field surveys were conducted, stereo-photogrammetric interpretation of aerial images was carried out in order to stratify the forest into four separate strata, denoted as “forest strata”:

I. Young pine or spruce forest
II. Mature spruce forest on low fertility sites
III. Mature spruce forest on high fertility sites
IV. Mature pine forest

Stands dominated by deciduous species were not considered. Based on previous experience in other inventories these four forest strata were chosen as the basic classes in the ALS-assisted forest inventory as the crown shape and size, and hence also stem volume, vary between the different species, site index, and age classes (Næsset and Gobakken 2008).

Three different data sets were collected from the study area:
1. An ordinary sample of plots for modeling acquired according to systematic cluster sampling within each of the four forest strata
2. An alternative sample of plots for modeling acquired according to stratified random sampling based on prior information from ALS within each of the four forest strata
3. Large validation plots for comparing the results

The data sets are described in detail in section 2.3.

2.2 ALS data

Airborne laser data within the study region was obtained at several separate flights between 5 July and 19 October 2008. A single flight would have been ideal but could not be accomplished due to restrictions by the aviation authorities. A Leica ALS50-II scanner was flown approximately 2 700 m above ground level. The pulse repetition frequency was 90 kHz and flying speed 278 km h$^{-1}$, producing a nominal pulse density of 0.7 m$^{-2}$. Pulses with scan zenith angles > 15° were excluded from the data. The scanner could digitize 1–4 echoes from each pulse, but only the first and last echoes derived from each pulse were utilized.

The ALS data was processed by the contractor, Terratec AS. A digital terrain model was constructed first as a triangulated irregular network (TIN) of ground echoes, and echo heights above the terrain were calculated using the TIN and linear interpolation. The vertical accuracy of the echoes should be approximately 20–30 cm and horizontal accuracy slightly worse (Reutebuch et al. 2003). The heights above the terrain level are assumed to represent the height of the vegetation. However, echoes less than 2 m above the terrain level were assumed to come from the ground or the understory, and were not utilized in the calculations of canopy height variables.

Commonly used canopy height distribution variables were calculated for each potential and field-measured plot (Næsset 2002) and used as variables in the analysis. Canopy height percentiles ($h_{0}$, $h_{10}$, ..., $h_{90}$) describe the height where the given percentage of cumulative height values has accumulated. Furthermore, several measures of canopy density were derived. The calculation of canopy density was carried out for 10 different vertical fractions of equal height (Næsset 2004). The height of each fraction was defined as one tenth of the distance between the 95 percentile and the lowest canopy height, i.e., 2.0 m (Gobakken and Næsset, 2008). Canopy densities were then computed as the proportions of laser echoes above fraction #0, 1, ..., 9 to total number of echoes and denoted $d_{0}$, $d_{1}$, ..., $d_{9}$. In addition, mean and coefficient of variation (cv) of the echo heights were also calculated. Each of these variables was calculated twice using first and last echoes as two separate data sets, but during the variable selection both variable sets were pooled. We use lowercase f and l to indicate variables derived from the first and last echoes, respectively.
2.3 Field plot selection

2.3.1 Ordinary sample plots

Following the photogrammetric stratification of the study area, a sample of 264 field plots for modeling was collected in August–October 2009 as part of a large-scale operational forest inventory going on in the district (Table 1). Clusters of nine plots (3 x 3) each were systematically distributed in the area so that the distance between the plots within a cluster was 250 m and the distance between the clusters was 4 km. Starting from the edge of the inventory region, new clusters were measured until a sufficient number of plots was reached for each of the four forest strata. The plots were GNSS (Global Navigation Satellite System) positioned and the positions were post-corrected into sub-meter precision.

Table 1. Summary of the two modelling data sets. $h_L =$ Lorey’s mean height, $d_g =$ mean diameter by basal area, $G =$ basal area, $V =$ volume.

<table>
<thead>
<tr>
<th>Forest stratum</th>
<th>Ordinary sample plots</th>
<th>ALS-assisted plots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min.</td>
<td>Max.</td>
</tr>
<tr>
<td>Young forest (I)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h_L$ (m)</td>
<td>6.8</td>
<td>22.5</td>
</tr>
<tr>
<td>$d_g$ (cm)</td>
<td>6.9</td>
<td>24.4</td>
</tr>
<tr>
<td>$G$ (m$^2$ ha$^{-1}$)</td>
<td>3.5</td>
<td>44.3</td>
</tr>
<tr>
<td>$V$ (m$^3$ ha$^{-1}$)</td>
<td>18.4</td>
<td>440.8</td>
</tr>
<tr>
<td>Spruce (%)</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Pine (%)</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Deciduous (%)</td>
<td>0</td>
<td>69</td>
</tr>
<tr>
<td>Mature spruce forest, poor site quality (II)</td>
<td>(n=59)</td>
<td></td>
</tr>
<tr>
<td>$h_L$ (m)</td>
<td>8.1</td>
<td>23.1</td>
</tr>
<tr>
<td>$d_g$ (cm)</td>
<td>9.8</td>
<td>36.5</td>
</tr>
<tr>
<td>$G$ (m$^2$ ha$^{-1}$)</td>
<td>8.4</td>
<td>48.4</td>
</tr>
<tr>
<td>$V$ (m$^3$ ha$^{-1}$)</td>
<td>40.4</td>
<td>460.5</td>
</tr>
<tr>
<td>Spruce (%)</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Pine (%)</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Deciduous (%)</td>
<td>0</td>
<td>64</td>
</tr>
<tr>
<td>Mature spruce forest, good site quality (III)</td>
<td>(n=58)</td>
<td></td>
</tr>
<tr>
<td>$h_L$ (m)</td>
<td>10.0</td>
<td>26.5</td>
</tr>
<tr>
<td>$d_g$ (cm)</td>
<td>10.0</td>
<td>31.5</td>
</tr>
<tr>
<td>$G$ (m$^2$ ha$^{-1}$)</td>
<td>6.0</td>
<td>47.9</td>
</tr>
<tr>
<td>$V$ (m$^3$ ha$^{-1}$)</td>
<td>32.1</td>
<td>579.2</td>
</tr>
<tr>
<td>Spruce (%)</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Pine (%)</td>
<td>0</td>
<td>87</td>
</tr>
<tr>
<td>Deciduous (%)</td>
<td>0</td>
<td>99</td>
</tr>
<tr>
<td>Mature pine forest (IV)</td>
<td>(n=75)</td>
<td></td>
</tr>
<tr>
<td>$h_L$ (m)</td>
<td>8.6</td>
<td>24.4</td>
</tr>
<tr>
<td>$d_g$ (cm)</td>
<td>9.9</td>
<td>30.6</td>
</tr>
<tr>
<td>$G$ (m$^2$ ha$^{-1}$)</td>
<td>7.3</td>
<td>54.6</td>
</tr>
<tr>
<td>$V$ (m$^3$ ha$^{-1}$)</td>
<td>39.1</td>
<td>584.1</td>
</tr>
<tr>
<td>Spruce (%)</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Pine (%)</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Deciduous (%)</td>
<td>0</td>
<td>40</td>
</tr>
</tbody>
</table>
The radius of a field plot was 8.92 m (area = 250 m$^2$). Basal area was first estimated by means of a relascope measurement. All trees with a diameter at breast height (DBH, 1.3 m) larger than 4 cm within the plot radius were then calipered and their species was recorded. Based on the estimated basal area as prior information, the electronic caliper announced which of the trees should be measured for height so that a predefined number of approximately 10 trees per plot would be selected with probability of selection proportional to stem basal area. The number of selected trees per plot ranged between 2 and 16 (average 10). The heights for the trees whose heights were not measured were predicted using height-DBH models (Fitje and Vestjordet 1977; Vestjordet 1968). The volume of each tree was estimated using species-specific volume models with DBH and either measured or predicted height as predictor variables (Braastad 1966; Brantseg 1967; Vestjordet 1967). The ratio of the mean volume estimated using predicted heights and the mean volume estimated using measured heights was used to adjust the former volume. Total plot volume was obtained by summing the volume estimates for individual trees. This data is hereafter referred to as ordinary sample plots.

2.3.2 ALS-assisted sample plots

Another set of sample plots (ALS-assisted sample plots, n = 235) was acquired by using two laser variables ($h_{70f}$ and $d_{0f}$) as the basis for plot selection. The plots were similar to the ordinary sample plots in the sense that they had the same plot area, field measurements, and volume estimation protocol. Field measurements were carried out in September-October 2009. A network of candidate plots was established over the whole area, but the candidates that were closer than 5 m to the stand border were omitted to avoid the risk of locating the plots in wrong stands during field work. The

![Fig. 1. Visualization of the stratification of candidate plots based on the two ALS variables.](image)
two laser variables were then calculated for each of the candidate plots. ALS-based stem volume models usually have both height and density variables as predictors (e.g. Holmgren 2004; Magnussen et al. 2010) and using $h_{70f}$ (describes canopy height) and $d_{0f}$ (describes canopy density) to define the strata was therefore reasonable.

The idea of the ALS-assisted plot selection is that the selected plots should retain the whole range of the stratification variables within the candidate plots while also maintaining the properties of a sample selected with random selection (stratified random sampling). We used the following procedure to meet these criteria (Fig. 1):

1. The selection was made separately for the two municipalities and the four forest strata, i.e. the variable selection algorithm was run eight times.
2. The selected candidate plots were divided into three rows based on the $d_{0f}$ variable so that each row had one third of the plots.
3. Each row was split into ten different columns based on the $h_{70f}$ variable.
   3.1 Both the first and the last column were set to have 2500 candidate plots. Thus, we confirmed that a sufficient number of candidate plots was available at the both ends of the interval.
   3.2 The interval between the first and last columns was divided into eight columns having a similar width.
4. Thus, the final stratification had 30 individual cells for each municipality and forest stratum (Fig. 2). Each of these cells was denoted as an “ALS stratum” since the ALS variables were used as prior information to define these strata. Five plots were pre-selected for field measurement from each of the ALS strata within each forest stratum and municipality by random selection.

---

**Fig. 2.** Example of the use of two laser variables for plot selection in the municipality of Konsvinger in forest stratum IV. The plot shows the five pre-selected candidate plots in each ALS stratum defined by $d_{0f}$ and $h_{70f}$. 

The companies that performed the field inventory were instructed that they were allowed to select only one among the five pre-selected plots for measurement. The reason why they had five plots to choose among was to allow for selecting plots in a cost-effective manner while in field. Thus, approximately 30 plots per forest stratum were measured from both municipalities, and after these data sets were merged, each forest stratum had around 60 plots (Table 1).

GNSS navigator was used to find the pre-defined plot positions. Navigating exactly to the correct position was sometimes challenging due to the changing real-time coordinates given by the GNSS navigator. Arrival alarm was set to trigger at ten meters distance from the destination. Then the person operating the GNSS would record the current position for 30 seconds and then move the remaining distance to the target using a precision compass and a tape measure before recording the final plot coordinates. Despite this precaution, the average distance between predefined and final positions was 5.1 m with a standard deviation of 3.8 m. Thus, the real distribution of measured plots on the pre-defined ALS strata was not identical to the initial design, as the ALS variables used for the stratification change with the distance (Fig. 3). Combined with some practical difficulties experienced in the field, the number of plots in each ALS stratum and municipality could be zero or two instead of one. Fig. 4 depicts the ALS-assisted and ordinary sample plots in a scatter diagram defined by the two stratification variables. The final distribution of plots was relatively similar for forest strata I and IV. For strata II and III the ordinary plot selection actually produced more extreme values, whereas the ALS-assisted plots were more often placed into stands with high canopy density and height.

![Distribution](image_url)
2.3.3 Validation plots

19–20 independent 1000 m² validation plots (r = 17.84 m) were selected randomly for each of the four forest strata and measured in September 2009. The field measurements and calculations were performed similarly to the other plots, except that 20 sample trees were selected for height measurement. Table 2 displays the stand attributes of the validation plots. When applying the laser-based regression, the size of the application plot should be similar to modeling plot (Magnussen and Boudewyn 1998). Because the validation plots were larger than modeling plots, they were split into four separate 250 m² sections, for which the regression models were applied. The predictions made for the sub-plots were averaged to obtain a volume estimate for the entire plot.

2.4 Model construction and accuracy assessment

We used both ordinary (OLS) and partial least squares (PLS) (Wold et al. 1983; Martens 2001) regression to link the laser variables with the reference volumes. The PLS regression is useful when there is a large number of collinear predictor variables, but only a relatively small number of observations. Næsset et al. (2005) compared OLS, PLS, and seemingly unrelated regression models, and found that there were only minor differences between the methods. Normally ordinary least squares are preferred due to simplicity, but in this case we decided to also include PLS,

![Distribution of h70f and d0f at the ALS-assisted and ordinary sample plots.](image)
because it enabled fitting the model and application of variable selection algorithm also when the number of plots was reduced down to 15 (see 2.5). The PLS regression is based on singular value decomposition of the original matrix of predictor variables. The orthogonal linear combinations of the original variables pack the essential information of the full variance-covariance matrix into latent components, which are then used as predictors in the regression. If the original variables are collinear, only a few latent components are needed in the prediction.

We also tested weighted least squares. The weights were derived as the percentage of candidate plots in each of the ALS strata relative to the total number of candidate plots. However, the RMSEs obtained this way were slightly worse than without the weighting and they are not reported.

The statistical software R (R core team 2012) and the external library pls (Mevik and Wehrens 2007) were used to fit the models. The models were fitted separately for each forest stratum, and

\begin{table}[h]
\centering
\begin{tabular}{lccc}
\hline
 & Min & Max & Mean \\
\hline
Young forest & & & (n = 19) \\
\hline
(forest stratum I) & & & \\
\hline
\text{h}_L (m) & 10.1 & 19.3 & 13.2 \\
\text{d}_g (cm) & 7.5 & 22.0 & 12.7 \\
G (m$^2$ ha$^{-1}$) & 6.6 & 35.5 & 20.5 \\
V (m$^3$ ha$^{-1}$) & 36.1 & 328.1 & 144.6 \\
Spruce (%) & 0 & 99 & 69 \\
Pine (%) & 0 & 100 & 26 \\
Deciduous (%) & 0 & 19 & 5 \\
\hline
Mature spruce forest, poor site quality & & & (n = 20) \\
(forest stratum II) & & & \\
\hline
\text{h}_L (m) & 12.0 & 24.8 & 17.9 \\
\text{d}_g (cm) & 10.2 & 27.1 & 17.5 \\
G (m$^2$ ha$^{-1}$) & 12.5 & 36.3 & 26.7 \\
V (m$^3$ ha$^{-1}$) & 82.2 & 389.5 & 236.4 \\
Spruce (%) & 22 & 100 & 76 \\
Pine (%) & 0 & 64 & 15 \\
Deciduous (%) & 0 & 38 & 9 \\
\hline
Mature spruce forest, good site quality & & & (n = 20) \\
(forest stratum III) & & & \\
\hline
\text{h}_L (m) & 16.4 & 29.2 & 20.7 \\
\text{d}_g (cm) & 14.0 & 27.9 & 18.6 \\
G (m$^2$ ha$^{-1}$) & 18.9 & 49.6 & 34.3 \\
V (m$^3$ ha$^{-1}$) & 156.2 & 565.0 & 347.1 \\
Spruce (%) & 15 & 100 & 81 \\
Pine (%) & 0 & 82 & 14 \\
Deciduous (%) & 0 & 20 & 6 \\
\hline
Mature pine forest & & & (n = 19) \\
(forest stratum IV) & & & \\
\hline
\text{h}_L (m) & 13.8 & 21.6 & 17.0 \\
\text{d}_g (cm) & 11.6 & 24.3 & 17.4 \\
G (m$^2$ ha$^{-1}$) & 11.6 & 33.9 & 22.6 \\
V (m$^3$ ha$^{-1}$) & 80.6 & 323.3 & 188.2 \\
Spruce (%) & 0 & 84 & 25 \\
Pine (%) & 15 & 100 & 74 \\
Deciduous (%) & 0 & 8 & 2 \\
\hline
\end{tabular}
\caption{Summary of the validation data set. $h_L$ = Lorey’s mean height, $d_g$ = mean diameter by basal area, G = basal area, V = volume.}
\end{table}
separately for ordinary and ALS-assisted sample plots. The model shape was based on logarithmic transformations (Eq. 1):

\[
\ln Y = \ln \beta_0 + \beta_1 \ln h_{\text{mean}} + \beta_2 \ln h_{\text{cv}} + \beta_3 \ln h_{00} + \beta_4 \ln h_{10f} \\
+ \ldots + \beta_{12} \ln h_{00f} + \beta_{13} \ln d_{0f} + \beta_{14} \ln d_{1f} \\
+ \ldots + \beta_{22} \ln d_{0f} + \beta_{23} \ln h_{\text{mean}} + \beta_{24} \ln h_{\text{cv}} + \beta_{25} \ln h_{01} + \beta_{26} \ln h_{101} \\
+ \ldots + \beta_{34} \ln h_{001} + \beta_{35} \ln d_{01} + \beta_{36} \ln d_{11} + \ldots + \beta_{44} \ln d_{91} + \varepsilon
\]

(1)

where \( Y \) is the reference volume, and the predictor variables are as explained in section 2.2: \( h_{\text{mean}} \) = mean height of laser echoes from the vegetation (>2 m) (m); \( h_{\text{cv}} \) = coefficient of variation for the echoes >2 m (%); \( h_{0}, h_{10}, \ldots, h_{90} \) = height percentiles and \( d_{0}, d_{1}, \ldots, d_{9} \) = canopy densities as defined in section 2.3.2, and \( \varepsilon \) is the random residual term. First and last return variables are indicated by \( f \) and \( l \), respectively.

After fitting the initial model, stepwise variable selection was applied to exclude unnecessary predictors from the final OLS model. The rule was that the variables remaining in the model should produce a statistically significant improvement in quality of model fit at \( p < 0.05 \). The PLS regression processed the original variables into latent components and returned the root mean square errors (RMSEs) obtained using different numbers of latent components (derived from leave-one-out cross validation). The PLS algorithm is prone to overfitting if too many latent components are selected (Nørgaard et al. 2000), so we restricted the maximum number of latent components to seven. In addition, we did not directly select the same number of latent components that produced the smallest RMSE. Instead, we selected the smallest number of latent components that achieved RMSE smaller than \( 1.03 \times \text{RMSE}_{\text{min}} \) (Næsset et al. 2005).

When applying the fitted models for prediction purposes, the predictions were converted back to arithmetic scale using the exponential transform. The bias induced by this transformation was corrected by adding half of the model residual variance to the prediction before the transformation (Baskerville 1972). The accuracy of the predictions was assessed by means of the relative RMSE and relative mean difference (D) calculated on the original scale (Eq. 2, 3):

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}} / \bar{y}
\]

(2)

\[
D = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)}{n} / \bar{y}
\]

(3)

where \( n \) is the number of plots, \( y_i \) is the reference volume at plot \( i \), \( \hat{y}_i \) is the ALS-based volume prediction, and \( \bar{y} \) is the mean of the reference volumes. The absolute RMSE and \( D \) can be calculated by multiplying the relative values by the mean reference volume. In addition, the \( R^2 \) value was calculated in the original scale as the square of Pearson’s correlation coefficient between the field-estimated and predicted volume. The statistical significance of the \( D \) was tested using paired samples t-test between the reference and ALS-estimated volumes.

The fitted models were evaluated first based on the RMSE in the modeling data. As we had two separate data sets for modeling, we also made a cross-comparison test where the ordinary model was used to predict volumes in the ALS-assisted data set, and vice versa. However, the final evaluation was based on the model performance in the independent validation data.
2.5 Reducing the number of plots

We also studied how much reducing the number of field plots (sub-sampling) would affect the accuracy using either traditional or ALS-assisted plot selection. It can be assumed that ALS-assisted sub-sampling should have a smaller effect on model precision than random sampling. For the ordinary plots, the sub-sampling was done using simple random sampling into 50, 40, 30, 20 and 15 plots per forest stratum. For the ALS-assisted plots, the reduction was done so that the whole range of ALS strata would be utilized. The data from the two municipalities were pooled into one dataset, and the following sub-sampling rules were applied:

- 50 per forest stratum: Remove a randomly selected plot from each of the ten h70f columns.
- 40 per forest stratum: Remove two randomly selected plots from each of the ten h70f columns. The plots cannot be in the same d0f row.
- 30 per forest stratum: Remove a randomly selected plot from each of the 30 ALS strata defined by the ten h70f columns and the three d0f rows.
- 20 per forest stratum: Merge the ten h70f columns into five new columns. For each of the merged columns, select randomly one of the two original columns, and remove all plots that were in there. In addition, remove two plots from the remaining original column so that at least one plot remains in each d0f row.
- 15 per forest stratum: Same as above, but remove three plots instead of two.

In addition, if the number of plots in some of the ALS strata was smaller than expected due to difficulties in the field work, these ALS strata were not considered in the sub-sampling. The sub-sampling was repeated 300 times, and RMSE and D were calculated at each iteration after refitting the model. Only PLS regression was used in the simulation, because the OLS model variable selection could not be done when the number of plots became smaller than the number of predictors in the initial model (n=44).

3 Results

3.1 Model performance

The OLS and PLS models fitted for the ordinary and ALS-assisted sample plot data are displayed in Table 3. The R²-values ranged from 0.84 to 0.94, indicating that all models fit reasonably well. In most cases the OLS models had smaller RMSEs than the PLS models. However, the real evaluation between the models must be based on the cross-comparison (Table 4, Fig. 5) and prediction on the separate validation plots (Table 5, Fig. 6).

First, there were no clear differences between OLS and PLS regressions. For the validation plots (Table 5), OLS performed better, as the PLS models had clearly smaller RMSE than OLS only for the ordinary plots in forest stratum II. In the cross-comparison however, the PLS had smaller RMSE in five out of eight cases (Table 4). For the validation plots the maximum difference in RMSE between the two methods was 1.8 percent points, but in other cases much smaller (0.0–1.2 percent points). Based on these results, there was no reason to use PLS instead of the simpler OLS. Thus, in the following we focus on the OLS results, but PLS was still needed in the sub-sampling experiment (section 3.2).

For forest stratum I (young forest), the ordinary OLS model achieved slightly smaller RMSE than the ALS-assisted model both in cross-comparison (16.7% vs. 17.9%) and at the independent validation plots (15.1% vs. 15.3%). However, the differences were relatively small, and in the vali-
Table 3. Predictors selected to each model and their RMSE and $R^2$ in the model data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Stratum</th>
<th>n</th>
<th>OLS predictors</th>
<th>OLS RMSE (%)</th>
<th>OLS $R^2$</th>
<th>PLS latent components</th>
<th>PLS RMSE (%)</th>
<th>PLS $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS</td>
<td>Young forest (forest stratum I)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ALS-assisted plots</td>
<td>59</td>
<td>$d_{1f}$ $h_{50f}$ $d_{1l}$</td>
<td>15.9</td>
<td>0.93</td>
<td>3</td>
<td>18.2</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Ordinary plots</td>
<td>72</td>
<td>$h_{10est}$ $d_{1f}$ $d_{1l}$</td>
<td>16.0</td>
<td>0.92</td>
<td>3</td>
<td>15.9</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Spruce forest at low fertility sites (forest stratum II)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ALS-assisted plots</td>
<td>59</td>
<td>$h_{10f}$ $h_{50f}$ $d_{1f}$</td>
<td>13.9</td>
<td>0.89</td>
<td>3</td>
<td>14.7</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>Ordinary plots</td>
<td>59</td>
<td>$h_{10f}$ $h_{30f}$ $d_{5f}$</td>
<td>14.4</td>
<td>0.90</td>
<td>3</td>
<td>16.0</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Spruce forest at high fertility sites (forest stratum III)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ALS-assisted plots</td>
<td>58</td>
<td>$h_{10est}$ $d_{1f}$</td>
<td>14.3</td>
<td>0.89</td>
<td>3</td>
<td>15.6</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Ordinary plots</td>
<td>58</td>
<td>$h_{10est}$ $d_{1l}$</td>
<td>16.7</td>
<td>0.88</td>
<td>4</td>
<td>17.5</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Pine forest (forest stratum IV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ALS-assisted plots</td>
<td>59</td>
<td>$d_{1f}$ $h_{50f}$ $d_{1l}$</td>
<td>14.1</td>
<td>0.92</td>
<td>4</td>
<td>13.9</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Ordinary plots</td>
<td>75</td>
<td>$h_{10est}$ $d_{4f}$ $d_{1l}$</td>
<td>21.4</td>
<td>0.84</td>
<td>4</td>
<td>19.9</td>
<td>0.96</td>
</tr>
</tbody>
</table>

*Mean difference statistically significant at p=0.05

Table 4. Relative RMSE and D between the reference and predicted volume in a cross-comparison test.

<table>
<thead>
<tr>
<th>Method</th>
<th>Stratum</th>
<th>n</th>
<th>Laser-assisted model, ordinary plots</th>
<th>ordinary model, laser-assisted plots</th>
<th>ordinary model, laser-assisted plots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean volume</td>
<td>RMSE%</td>
<td>D%</td>
</tr>
<tr>
<td>OLS</td>
<td>I</td>
<td>72</td>
<td>140.2</td>
<td>17.9</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>59</td>
<td>211.2</td>
<td>21.5</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>58</td>
<td>262.5</td>
<td>18.5</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>75</td>
<td>196.3</td>
<td>27.3</td>
<td>2.0</td>
</tr>
<tr>
<td>PLS</td>
<td>I</td>
<td>72</td>
<td>140.2</td>
<td>18.8</td>
<td>–3.5</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>59</td>
<td>211.2</td>
<td>20.6</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>58</td>
<td>262.5</td>
<td>18.4</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>75</td>
<td>196.3</td>
<td>25.0</td>
<td>3.7</td>
</tr>
</tbody>
</table>

*Mean difference statistically significant at p=0.05

Table 5. Relative RMSE and D between the reference and predicted volume in the validation plots.

<table>
<thead>
<tr>
<th>Method</th>
<th>Stratum</th>
<th>n</th>
<th>Mean volume</th>
<th>Laser-assisted model</th>
<th>ordinary model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>RMSE%</td>
<td>D%</td>
</tr>
<tr>
<td>OLS</td>
<td>I</td>
<td>19</td>
<td>144.6</td>
<td>15.3</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>20</td>
<td>236.4</td>
<td>14.0</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>20</td>
<td>347.1</td>
<td>15.7</td>
<td>8.4*</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>19</td>
<td>188.2</td>
<td>17.3</td>
<td>1.7</td>
</tr>
<tr>
<td>PLS</td>
<td>I</td>
<td>19</td>
<td>144.6</td>
<td>15.3</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>20</td>
<td>236.4</td>
<td>14.3</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>20</td>
<td>347.1</td>
<td>15.8</td>
<td>6.8</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>19</td>
<td>188.2</td>
<td>18.2</td>
<td>3.1</td>
</tr>
</tbody>
</table>

*Mean difference statistically significant at p=0.05
dation plots the ordinary model had slightly larger mean difference. It is notable that the ordinary model was based on 72 plots and four predictors, whereas the ALS-assisted model was fitted using 59 plots and had three predictors, and both had equal accuracy in the modeling data (Table 3). Both data sets had a similar range in reference volume and other stand attributes (Table 1). Thus, the ALS-assisted model obtained similar accuracy as the ordinary model with fewer field plots.

For forest stratum II (spruce forest on poor sites), both data sets had 59 plots, and the OLS models had four or five predictors. This time the model fitted using the ALS-assisted data had slightly smaller RMSE than the ordinary model both in the cross-comparison (RMSE = 21.5% vs. 22.5%) and the validation data (RMSE = 14.0% vs. 15.6%). The ALS-assisted data set had more plots with higher reference volumes (Fig. 5), which decreased the number of outliers. Interestingly, the PLS model for ordinary plots was somewhat better than the OLS model both in the cross-comparison and at the validation plots.

The ordinary OLS model fitted for forest stratum III (spruce forest on fertile sites) had three predictors, while the ALS-assisted model used only two. Both data sets had 58 plots evenly distributed across the volume range occurring in the region, but the ALS-assisted data set had again slightly more plots from the high end of the volume range (Fig. 4). Visual inspection of the residual diagrams showed that the models fitted into ordinary data (RMSE = 16.7%) had somewhat more outliers than the models fitted into ALS-assisted data (RMSE = 14.3%). In the cross-comparison test, the ALS-assisted model produced higher RMSEs in the ordinary data (RMSE = 18.5%) than the
ordinary model in the ALS-assisted data (RMSE = 17.1%). Because of the outliers, the ordinary data set had higher RMSEs in both model fitting and application. However, in the independent validation data the ALS-assisted model had smaller RMSE (15.7% vs. 16.9%). This stratum was the only case where the mean differences were statistically significant in the validation plots. Volume was overestimated by both models, but slightly more by the ordinary model (10.4% vs. 8.4%) (Fig. 6).

In the case of forest stratum IV (pine forest), the initial OLS model with ALS-assisted plots (four predictors, RMSE = 14.1%) had again considerably smaller RMSE than the ordinary OLS model (three predictors, RMSE = 21.4%) (Table 3). The residual diagram again indicated more scatter in the ordinary data set, and thus in the cross-comparison the results reversed (ALS-assisted model RMSE in the ordinary data 27.3% vs. ordinary model RMSE in the ALS-assisted data 20.9%). However, in the independent validation plots the differences between the two models were marginal (Table 5). In the cross-comparison, the t-test indicated a statistically significant difference between the estimates obtained from the ordinary model and the field-measured values (5.8%), and also in the validation plots the mean difference was slightly larger for the ordinary model. Thus, the ALS-assisted model fitted with 59 plots should be a more viable choice than the ordinary model that used 75 plots.

Fig. 6. OLS model predictions for the validation plots.
3.2 Reducing the number of plots

The reduction of the number of plots was simulated with both data sets using PLS to evaluate (using the validation plots) if the ALS-assisted plot selection would be less sensitive to the size of the modeling data (Table 6). The results showed that the laser-assisted plot selection became more competitive when the number of plots decreased. When the number of plots decreased to 30, the RMSE was better for laser-assisted plots in forest strata I, III, and IV. When only 15 plots were used, the laser-assisted model was better in all cases. Also the mean difference was considerably lower for ALS-assisted models in forest strata I and III. Using the ALS-assisted sub-sampling, the number of plots could be reduced from 60 to 40 without increasing the RMSE by more than one percent point.

4 Discussion

Both the ALS-assisted and the ordinary sample plot selection produced reasonably good coverage of the range of values of the ALS metrics used for stratification and thus the differences between the models were relatively small. Considering only OLS results, the ALS-assisted models were clearly better for forest stratums II and III. For stratums I and IV the precision was practically equal, but the ordinary data sets were 13 and 15 plots larger, respectively. Also the validation plot mean differences between reference and ALS-estimated volumes were constantly higher for the ordinary models. The sub-sampling test indicated better performance with the ALS-assisted data set. Thus ALS-assisted selection of sample plots should help to reduce the inventory costs, if the practical constraints can be overcome.

However, the differences between the two data sets were small. In some cases the results changed when PLS was used instead of OLS. The reason for the changes might be the varying success in variable selection (or selecting the number of latent components), i.e. that the change of method with best performance was caused by a somewhat different variable selection rather than by method as such. For example for forest stratum IV, the ALS-assisted model had higher RMSE for the validation plots using PLS with four latent components than OLS with four predictors.

---

Table 6. Results of reducing the number of plots by sub-sampling. The RMSE and D are PLS averages after 300 iterations.

<table>
<thead>
<tr>
<th>n</th>
<th>Forest stratum I</th>
<th>Forest stratum II</th>
<th>Forest stratum III</th>
<th>Forest stratum IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE (%)</td>
<td>D (%)</td>
<td>RMSE (%)</td>
<td>D (%)</td>
</tr>
<tr>
<td>ALS-assisted</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>15.3</td>
<td>1.7</td>
<td>14.3</td>
<td>2.6</td>
</tr>
<tr>
<td>50</td>
<td>15.3</td>
<td>1.6</td>
<td>14.9</td>
<td>2.3</td>
</tr>
<tr>
<td>40</td>
<td>16.0</td>
<td>2.2</td>
<td>15.0</td>
<td>1.7</td>
</tr>
<tr>
<td>30</td>
<td>15.9</td>
<td>2.1</td>
<td>16.2</td>
<td>1.3</td>
</tr>
<tr>
<td>20</td>
<td>16.6</td>
<td>3.4</td>
<td>17.2</td>
<td>1.3</td>
</tr>
<tr>
<td>15</td>
<td>17.1</td>
<td>2.9</td>
<td>17.5</td>
<td>1.2</td>
</tr>
<tr>
<td>Ordinary</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All</td>
<td>16.3</td>
<td>5.6</td>
<td>13.8</td>
<td>0.4</td>
</tr>
<tr>
<td>50</td>
<td>16.6</td>
<td>5.0</td>
<td>14.0</td>
<td>0.1</td>
</tr>
<tr>
<td>40</td>
<td>17.2</td>
<td>5.4</td>
<td>14.8</td>
<td>–0.5</td>
</tr>
<tr>
<td>30</td>
<td>17.5</td>
<td>5.1</td>
<td>15.5</td>
<td>–0.2</td>
</tr>
<tr>
<td>20</td>
<td>18.3</td>
<td>6.0</td>
<td>16.6</td>
<td>0.3</td>
</tr>
<tr>
<td>15</td>
<td>20.7</td>
<td>5.9</td>
<td>18.4</td>
<td>0.3</td>
</tr>
</tbody>
</table>
However, if three latent components were used with the PLS (against the algorithm), the RMSEs would have been equal. In a practical application this would have remained unknown. The variable selection with OLS seemed to function reliably, as the PLS method provided better RMSE for the validation plots only in one out of eight cases. Thus, there should usually be no need to use PLS instead of OLS.

Earlier studies have also confirmed the utility of the ALS-assisted plot selection. Hawbaker et al. (2009) modeled the biomass of coniferous and deciduous forests and found that random plot selection produced 41–47% larger RMSE than the ALS-assisted plot selection in the independent validation plots. Hence, in other circumstances the gain of ALS-assisted model selection can be considerably larger than in our case. Maltamo et al. (2011) tested a reduction in sample size based on two ALS variables for stratification in a manner similar to ours, and found that the decrease from 181 to 61 plots did not significantly change the volume estimated using k-MSN imputation. However, their results are not directly comparable to ours as they used non-parametric imputation, which is more sensitive to the size of the training data set than regression analysis. Other results (Dalponte et al. 2011; Junttila et al. 2013) also indicate that 40–50 carefully placed plots should be enough for regression-based estimation. Our results are similar, as the number of plots could be reduced down to 40 with only a minor increase in RMSE (0.1–0.9 percentage points) using the ALS-assisted sub-sampling.

Our ALS-assisted plot selection approach was based on two ALS variables and the division of study area into 30 ALS strata (three density classes, ten height classes within each density class). This is a simple method for confirming that the variable space is covered evenly. The number and width of rows and columns can be adjusted according to the number of plots that are measured in the field, as long as the even coverage is retained. Our method was relatively conservative in that the extreme values occurring in the data had a relatively small probability of being selected (Fig. 2). Defining the extreme classes differently would have enabled higher inclusion probabilities for the extreme values. This could be useful if nearest neighbor methods are used, as the neighbor database should also enable estimation of high ends of the scale, but in case of linear regression such observations may have a considerable influence on the model parameters (Cook 1977). Junttila et al. (2013) and Grafström and Ringvall (2013) describe more advanced methods for plot selection, but our results indicate that even a simple method should improve the results compared with simple random sampling.

We propose that the stratification should be based on one ALS-based canopy height and one canopy density variable. Different height and density variables are highly correlated, so the end result should not be sensitive to which two of the alternative variables are chosen. A common practice is however to use the variables that approximate mean height and canopy cover at the plot; in our case these were $h_{70f}$ and $d_{0f}$, respectively.

All in all, the method has plenty of room for customization, as different column and row numbers, as well as different stratification variables could be tested. However, testing the multiple alternatives should be done using simulation, because measuring even two independent data sets in the field is very expensive. We only considered the volume here, but it should be noted that similar stratification should function also in the estimation of other forest attributes, such as mean height, mean diameter, and basal area.

Despite the good results, the application of this method has some practical challenges. The cost savings depend on how smoothly the ALS-assisted plot selection can be implemented by the forest inventory companies. First, the ALS data set must be processed and analyzed for plot positioning before the field work can start. This is primarily computational work and should be easily automatized. Sometimes bad weather can delay the ALS data acquisition, while the field measurements cannot usually be delayed as they are laborious and should ideally be finished within
the same year as the scanning. Also the ALS data processing must be very quick and without any problems to stay in the schedule. Furthermore, the GNSS inaccuracies mean that the distribution of measured plots on the ALS strata is not exactly such as planned in the design phase. We also allowed the inventory companies to select the measured plot out of five alternatives and thus our ALS-assisted data set may not fulfill all criteria of a pure probability sample. Third, it takes some time until the practical organizations and companies will accept and adapt to the new methodology, and errors are likely to occur during the transition period. This problem is to be expected at least in Norway, where the practical work is carried out by several inventory companies, whose working procedures have remained largely unchanged since the introduction of the area-based method in 2002. For the current study however, the feedback from the inventory companies was that field work required by the ALS-assisted plot selection was no more laborious than the standard cluster sampling.

In the near future, it will also be possible to use existing ALS data from previous acquisitions as a basis for plot selection in new inventories. This approach may not be as accurate as using up-to-date data but should be much more easily arranged in practice, and should be investigated in the future studies.
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