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Supplementary file S1: Prediction of random week effects 
 
To explain the details of constructing the predicted week effect 𝑤𝑤�𝑖𝑖𝑖𝑖 for nationally calibrated prediction 
𝐺𝐺𝐺𝐺�𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜷𝜷�𝒙𝒙𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑤𝑤�𝑖𝑖𝑖𝑖 of the green density of pulpwood parcel 𝑘𝑘 delivered in week number 𝑗𝑗 of year 𝑖𝑖, 
we must introduce some new notation. First, we “reverse time” and call the delivery day of parcel 𝑘𝑘 
“day 1,” the previous day “day 2,” and so on. In this terminology, we used sample measurements of the 
same assortment as parcel 𝑘𝑘 from “days” 2 to 28 to construct the prediction. Let 𝒚𝒚 denote the 𝑛𝑛-vector 
of the corresponding measured green densities and re-formulate MODELS 1 as 

𝑦𝑦𝑖𝑖 = 𝜇𝜇𝑖𝑖 + 𝑤𝑤𝑖𝑖(𝑖𝑖) + 𝑒𝑒𝑖𝑖, 
where 𝑖𝑖 now refers to the elements of 𝒚𝒚 (rather than year), 𝜇𝜇𝑖𝑖 is the prediction from the fixed part of the 
model, and 𝑗𝑗(𝑖𝑖) is the “reverse week number” from “day 1” backwards so that 𝑗𝑗(𝑖𝑖) = 1 for samples 
from “days” 2 to 7, 𝑗𝑗(𝑖𝑖) = 2 for samples from “days” 8 to 14, and so on. Thus, the week effects are no 
longer tied to calendar weeks, as they were in model fitting, but we assumed that the fitted covariance 
structure of the random effects remained valid for these “running weeks.” This formulation allows the 
most efficient use of earlier sample measurements in prediction. 
 
Since 𝑗𝑗(𝑖𝑖) ∈ {1,2,3,4}, the reformulated model can be expressed in matrix notation as  

𝒚𝒚 = 𝝁𝝁 + 𝒁𝒁𝒁𝒁 + 𝒆𝒆, 
where 𝒁𝒁 is an 𝑛𝑛 × 4 dummy matrix with 𝒁𝒁𝑖𝑖𝑖𝑖 = 1, if the 𝑗𝑗(𝑖𝑖) = 𝑘𝑘, 0 otherwise, and 𝑤𝑤 = [𝑤𝑤1 𝑤𝑤2 𝑤𝑤3 𝑤𝑤4]′. 
The empirical best linear predictor of random effect vector 𝒁𝒁 is then (Mehtätalo and Lappi 2020, sec. 
5.4.1) 

𝒁𝒁� = 𝑫𝑫𝒁𝒁′(𝒁𝒁𝑫𝑫𝒁𝒁′ + 𝑹𝑹)−1(𝒚𝒚 − 𝝁𝝁), 
where 𝑫𝑫 is a 4 × 4 matrix with elements 

𝑫𝑫𝑖𝑖𝑗𝑗 = �
var� �𝑤𝑤𝑖𝑖� = 𝜎𝜎�𝑤𝑤2 , 𝑙𝑙 = 𝑗𝑗,

cov� �𝑤𝑤𝑖𝑖,𝑤𝑤𝑗𝑗� = 𝜎𝜎�𝑤𝑤2𝜌𝜌�|𝑗𝑗−𝑖𝑖|, 𝑙𝑙 ≠ 𝑗𝑗,
 

𝑹𝑹 is a 𝑛𝑛 × 𝑛𝑛 diagonal matrix with non-zero elements  
𝑹𝑹𝑖𝑖𝑖𝑖 = var� (𝑒𝑒𝑖𝑖) = 𝜎𝜎�𝑒𝑒,𝑔𝑔(𝑖𝑖)

2 , 
and 𝑔𝑔(𝑖𝑖) ∈ {1,2,3,4} indicates one of the four groups with separate estimates of residual variance 
(delineated according to the delivery month and storage time). 
 
Our prediction 𝑤𝑤�𝑖𝑖𝑖𝑖 (in the original notation) was therefore the first element of 𝒁𝒁� . 
 
Using utilities available in base R (R Core Team 2020) and package nlme (Pinheiro et al. 2020), the 
following code was used to compute the predictions: 
 
 d$j <- factor(d$j,levels=1:4) 
 form <- formula(y~j-1) 
 Z <- model.matrix(form, model.frame(form, d)) 
     D <- corMatrix(corAR1(corr_week), covariate=1:4)*var_week 
 R <- diag(d$var_res, nrow=nrow(d)) 
 V <- Z %*% D %*% t(Z) + R 
 hat_w <- as.numeric(D[1,] %*% t(Z) %*% solve(V)) * (d$y-d$mu) 
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Here d is a data frame containing the 𝑛𝑛 sample measurements used to predict the week effect for parcel 
𝑘𝑘 with columns j (the “reverse week number” counting down from the delivery day of parcel 𝑘𝑘), y 
(measured green density), mu (prediction from the fixed part of the model), and var_res (model-
based residual variance 𝜎𝜎�𝑒𝑒,𝑔𝑔(𝑖𝑖)

2 ). Scalars corr_week and var_week are respectively the estimated 
lag-1 autocorrelation 𝜌𝜌� and variance 𝜎𝜎�𝑤𝑤2  of the week effects, and hat_w the predicted week effect, the 
first element of 𝒁𝒁� . 
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